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Abstract

Hybrid storage architecture is one efficient method that
can optimize the I/O performance, cost, and power con-
sumption of storage systems. Thanks to the advances in
semiconductor and optical storage technology, its appli-
cation area is being expanded. It tries to store data to the
most proper medium by considering I/O locality of the
data. Data management between heterogeneous storage
media is important, but it was manually done by system
users.

This paper presents an automatic management tech-
nique for a hybrid storage architecture. A novel soft-
ware layer is defined in the kernel between virtual and
physical file systems. The proposed layer is a variant
of stackable file systems, but is able to move files be-
tween heterogeneous physical file systems. For exam-
ple, by utilizing the semantic information (e.g., file type
and owner process), the proposed system optimizes the
I/O performance without any manual control. Also as
the proposed system concatenates the storage space of
physical file systems, its space overhead is negligible.
Specific characteristics of the proposed systems are an-
alyzed through performance evaluation.

1 Motivation

The primary design objectives of storage systems in-
clude high performance, low cost, and low power con-
sumption. In practice there exists no single storage de-
vice satisfying this design requirement. The faster the
access speed of storage device is, the higher the cost
per bit ratio. Despite the efforts toward an ideal stor-
age device, we now have storage devices, partially ideal
and biased to the requirement of specific applications.
This stresses the importance of hybrid storage architec-
ture because this can utilize the strong points of storage
devices and hide the weaknesses in an efficient manner.
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Figure 1: Characteristics of modern storage devices

2 Heterogeneous Storage Devices

The advances in semiconductor and optical storage tech-
nology are magnifying the efficiency of hybrid storage
architecture. Figure 1 shows the spectrum. Semicon-
ductor storage devices (e.g., solid-state disk, flash card,
and battery-backed DRAM) are being used as a mass
storage medium [1]. This is because the price of NAND
flash becomes cheaper than the price of paper and film,
often considered as an entry point of mass storage, and
that of DRAM gets closer to this barrier. Also, optical
storage (e.g., CD/DVD+RW) can be used for a mutable
storage solution thanks to its rewrite support. Not only
that, there are several different types of HDD and each
has a different characteristic that the hybrid storage sys-
tem can take advantage of.

The advent of novel storage technology facilitates the
use of hybrid storage systems, especially in desktops
and entry-level servers where Linux is popular. Let us
assume that a device A has x times higher I/O opera-
tions per second (IOPS) than device B. If frequently ac-
cessed data are stored in A, both I/O performance and
the ensuing user experience will be improved. The high
cost-per-bit ratio of A can be compensated by its perfor-
mance, as device A can replace x number of device B
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in terms of IOPS. Also the energy consumption can be
optimized. If A and B are used together and A absorbs
a significant portion of I/O traffic, B faces a longer idle
period, which gives more chances to the power manage-
ment technique applied in B. If A consumes less energy
than the energy saving of B, the overall energy consump-
tion is lowered.

3 Previous Management Techniques

The efficiency of hybrid storage depends heavily on the
I/O locality of the I/O pattern of the storage systems,
and how this locality is exploited when placing data be-
tween heterogeneous storage devices. Strong locality is
typically found in desktops and servers, as they are con-
trolled by humans and human behavior causes this. For
example, a file used in yesterday is likely to be used to-
day, implying temporal locality, and a software package
has its own working directory where most of its I/O op-
erations are done, producing spatial locality. By storing
files having strong locality to a faster device, the overall
performance, cost, and energy consumption of a hybrid
storage system can be optimized.

Until recent years, data placement between heteroge-
neous storage media was explicitly controlled by com-
puter administrators. For example, a software package
is installed to a fast medium if its expected usage fre-
quency is high. Similarly the administrator stores large
multimedia files to a slow but cost-efficient medium.
Conventional users are not good at placing and migrat-
ing files. Even when they are good at this, automatic
management is still desired, as it is more convenient.
Automatic management techniques shall abstract the ad-
dress spaces of heterogeneous storage devices in order
to provide a unified view of them to applications and
users.

In the previous automatic management techniques, ab-
straction was done by using the memory hierarchy
shown in Figure 2(a). Specifically, a faster medium is
used as a nonvolatile cache memory, and block-level
management technique is used to place data into non-
volatile memory and evict the data to a permanent stor-
age device. Both in Vista [2] and Solaris ZFS [3],
NAND flash storage is utilized as a buffer memory of
HDD. Vista identifies blocks used for booting and ap-
plication launching, and the identified blocks are kept
in the flash storage. In ZFS, two SSD devices are used
as a write buffer and the storage of file system log data,
respectively.
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Figure 2: Hybrid storage architectures

4 Proposed Synergy File System

This paper presents the design and analysis of synergy
file system (SynergyFS) that can manage hybrid storage
architecture in an efficient manner. The following is a
summary of the key features of the proposed technique.
Because of this, SynergyFS is able to create synergies
between heterogeneous file systems and also heteroge-
neous storage devices.

First, the memory hierarchy assumed by SynergyFS is
shown in Figure 2(b). Both faster medium and cheaper
medium are used as a permanent storage. Each medium
has its own physical file system that is particularly op-
timized for its I/O characteristics. This is helpful, espe-
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Figure 3: The proposed software architecture

cially in novel storage devices having distinct I/O char-
acteristics.

Second, SynergyFsS is a descendant of the stackable file
system; thus it unifies the multiple physical file systems
it manages. Figure 3 shows the software stack. It has
ability to place and move files between the physical file
systems. This ability is not available in the existing
stackable file systems, as they were not designed for this
purpose. Since SynergyFS is an intermediate software
layer between virtual and physical file systems, modifi-
cation of existing kernel modules is not required.

Third, the proposed SynergyFS supports file-level data
placement and migration, and this enables the utiliza-
tion of semantic information (e.g., file type and owner
process) that were not accessible in the previous block-
level management techniques. It decides where a file
will be stored in by taking into account the locality ob-
served in the access pattern of file. On the other hand,
the block-level management techniques need a large size
of memory to maintain the mapping information and a

relatively long lookup time is involved in their I/O oper-
ations. Also the block-level management is not good at
exploiting the spatial locality. For example, a file can be
spread all over the storage address space, but it is diffi-
cult for the block-level technique to know which physi-
cal blocks belong to which file.

Fourth, SynergyFS concatenates the storage space of
physical file systems and thus its space overhead is neg-
ligible. However, in the previous techniques, the non-
volatile cache capacity is not visible to users and is not
added up to the whole storage capacity. As the non-
volatile cache size becomes increasingly larger, the pro-
posed scheme is more efficient in terms of user-visible
storage capacity.

5 Effectiveness Evaluations

In order to evaluate the effectiveness of hybrid storage
architecture, we have analyzed the user experience (UX)
of computer systems using an HDD, an SSD, and a de-
vice combining these two. The UX affected by storage
device includes cost per bit ratio, boot-up time, file sys-
tem I/O performance, power consumption, and storage
device portability. Figure 4 shows the evaluation results
of these factors where a generic Linux-based PC system
was used.

First, in terms of cost per bit ratio both HDD and
SSD/HDD hybrid drive are better than SSD. Currently
an SLC(Single-Level Cell) SSD is about five times more
expensive than a 2.5-inch HDD having the same ca-
pacity. As the price of NAND flash memory is being
dropped quickly and high-density NAND flash memory
technologies (e.g., Multi-Level Cell) are being commer-
cialized, the price gap between HDD and SSD will be
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Figure 4: Performance evaluation results
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alleviated. In this analysis, the cost per bit ratio of the
hybrid drive is about four percent higher than that of
HDD. This gap in fact depends on the ratio of SSD and
HDD storage capacities used in the hybrid drive. The
hybrid drive used in this analysis had a 16GB SSD and
a 320GB HDD. SSD capacity was limited to 16GB be-
cause this capacity is sufficient to hold all files related to
operating system and basic application programs. This
shows that with only a small amount of additional cost,
hybrid storage devices can be realized in practice.

Second, for the performance evaluation, the system
boot-up time and file system I/O performance were ana-
lyzed. Application launching time was not taken into ac-
counted as it can be predicted by using the boot-up time
analysis result. SSD provides superb I/O performances
as compared to HDD thanks to its internal I/O paral-
lelism. The performance of the hybrid drive is compa-
rable to that of SSD, and this shows the effectiveness of
the proposed SynergyFS. Specifically, the hybrid drive
had a short boot-up time because most files required for
boot-up were stored in the SSD part. This drive was also
able to provide high-performance file 1/Os as the SSD
part maintained files that were frequently-accessed. The
hybrid drive used in this experiment [4] has a dedicated
data path between SSD and HDD. This is helpful at re-
ducing the time required for copying data from one de-
vice to the other and the I/O traffics observed in the host
system I/O bus.

Third, the energy consumption of storage device was an-
alyzed. Unlike HDD having power-hungry mechanical
arm and motor, SSD has no mechanical parts and thus
it consumed significantly lower power than HDD. Even
the hybrid drive consumed lower power than HDD. In
the hybrid drive, most I/O operations were handled by
the SSD part. This means that its HDD part had more
chances to stay in either idle or stand-by power mode.

On the other hand, in terms of portability SSD is bet-
ter than both HDD and the hybrid drive. Portability of
storage device means the weight, volume, shock resis-
tance, and power consumption. Although the hybrid
drive uses a small size of SSD, the volume and weight
of the hybrid drive is slightly larger than that of HDD.
Tight-integration of HDD and SSD using system-on-
chip (SoC) and multi-chip packaging (MCP) technolo-
gies can address this problem [4].

Overall effectiveness of these three storage devices is
analyzed. The UX score is calculated by multiplying

the normalized scores of boot-up time, file system 1/O
performance, and power consumption. The UX score
is then divided by the normalized score of cost per bit
ratio, and this is the overall score depicted in Figure 4.

These evaluation results clearly suggest the application
area of each type of devices. The hybrid drive has a high
potential to replace both HDD and SSD in desktop and
workstation computers because it gives better user ex-
perience and the extra cost it brings out is tolerable in
this market. Note that the hybrid drive consists of both
HDD and SSD and thus the amount of HDDs supplied
to these computers will not be reduced. Also as HDD is
one of the most cost effective solution, it will be widely
used in large-capacity storage clusters continuously. On
the other hand, SSD is appropriate for high-performance
servers where the high cost per bit ratio can be compen-
sated by the fast I/O performance. Portable computers
are another application area for SSD because these com-
puters use relatively small size of storage device that can
hide the high price of SSD.

6 Conclusion

In this paper, we reviewed the requirement of storage
systems and suggested the hybrid storage architecture
as a solution. An automatic management technique for
the hybrid storage architecture was presented and its ef-
fectiveness was analyzed by using an SSD/HDD hybrid
storage drive. The proposed SynergyFS can be effec-
tively used for the desktop and workstation computers
in order to improve the user experience of the system in
a cost-efficient manner.
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